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K probability measures vy, ..., vk with mean puq, ..., ux.

B i = MaXg—1,.. K HUk-

= Sequence of policies m, € {1,..., K} fort=1,...,T.
m Rewards Y; ~ v ,.
m Goal: maximise cumulative expected rewards, or equivalently
T K
win 5 = | 3 e = n| = 30 ) EIN0)
(me) =1 k=1 P
= = 5T 1
: t=1 7=k
m Partial feedback:
® v,...,Vg are not known.
m Observe only Y; at time ¢, not the rewards that other arms would have
generated.
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m Equivalent to a 1-state MDP (no transition matrix) with action space
A={1,...,K} running for T" episodes of length 1.

m Can be seen as a toy model for exploration-exploitation in model-free
N

m Bandits are valuable on their own! Many applications: optimisation
with scarce data, marketing, health, agriculture...
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m If (11,...,vK) are independent measures in family D, then (under
mild assumptions)

HEx — MUk

lim inf _
Cint (Vi pti+)

T—s+oo logT —

F:pug <pgex

where
Kinf(Vi, pi=) = inf {KL(Z/]CHUIIC) | v, € D,/wdu,'c(x) > ,uk*}.
m Intuition: hard identification problem when v}, resembles v+, easy

when the optimal arm is obvious.
L, For N(6k,1), B(6)... Kins can be replaced by K L(0y|0)).
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m Choose m € {1,...,T/K}.
m Play each arm m times.

m Keep playing the best arm afterwards :

t—1

€ ar ma — Yol s—p .
ﬂ-t g _1’ )fKNk(t—l); ST k)
=ik

v Rp = (’)(log T) for a good choice of m...
. if one knows all py in advance!
. if one knows T.
Cannot rectify after exploration is over.

O-A. Maillard, F. Pesquerel, P. Saux (Scool) NN



m Compute a § € (0,1) upper confidence bound for arm k at time ¢:

P(Nk < UCBkyt) >1-0.

m Play m; € argmaxy—; . g UCBy .

m Example: UCBy; = it + R log(l/ét) with §; = 1/t for

R-sub-Gaussian distributions.

= R = L if bounded in range of length B (Hoeffding lemma).

m R = o if Gaussian of variance 2.

m In practice, use it as a hyperparameter to tune.
v Rr= O(logT)...
v Balances exploration (low Ny (t)) and exploitation (high iy ¢).

. good asymptotic rate, but suboptimal factor (does not match the
KCing) (sharper confidence intervals may help).
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m Set of vectors X; C R,
m Sequence of policies X; € X fort=1,...,T.
m Rewards
Y = XtTe* + M
where 17; is a centred sub-Gaussian noise (think N(0,0?)).

m Goal: minimise

T
min R% = ) maxz' 6% — X, 6*.
(7¢) TEX:
t=1
m Partial feedback:

m 0* is not known.
m Observe only Y; at time ¢, not the rewards that other vectors would
have generated.
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m Multi-armed bandits are a special case of linear bandits.
m X; = {e1,...,ex} where e is the k-th vector of the canonical basis of
RE (d=K).
m0; =k, Yo =, + 0, ~vp fork=1,... K.
m Personalised recommendation.
m At time ¢, a user arrives with features X; € RP and we make a
recommendation 7; among K options (d = pK).
nY; ZX;FG;t + 1.
m Example:

m K movies.
m X, vector of previously liked genres.
m Y; likelihood that user watches movie 7.
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m Solve the regularised least-squares problem

t—1
b, i Y, — X 0|3 + A||6]2.
s € arg min ;II s 0ll2 + All0]l2
m Compute for z € X;
UCB(z) =z 0; + By(x).

m Play m; € argmax,cx, UCB(z).
v Rr =0O(dVT)...
... for a suitable choice of confidence bound S.
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Vi =310 XX + AL

m V; ! obtained from V=% in O(d?) (Sherman-Morrison).
6= Vi T Ve X,

(m4)4=1,...7 R-sub-Gaussian process.

B Vz e X, |z|2 < L.

= |07z < 5.

m)\>1.

m By(z) = <\/XS n R\/dlog (1 + %) +2log %) JrTV

m In practice : fi(x) = Bm/xTVt_la: where g is a hyperparameter to

tune.




